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1 Introduction

Computer architecture has become increasingly parallel in recent years. Modern GPUs, such
as the NVIDIA GForce GTX 280 provide enormous parallelism. So, the focus of researchers
has moved to parallelism rather than continuous improvements to the single unit speed of
computation. We regularly encounter several linear systems in physics, mathematics, and
engineering. In many scientific simulations, we have to solve large-scale linear equations.
However, large-scale linear equations require a significant amount of time and resources,
such as memory. It is always a trending topic among researchers to find an algorithm that
can solve large-scale linear equations in less time and with fewer resources. The Jacobi and
Gauss-Seidel methods are two famous and well-known iterative methods for solving systems
of linear equations. Although the Jacobi approach is extremely simple to implement in a
parallel environment, it requires an excessive number of iterations to solve a large system
of linear equations. The Gauss-Seidel method is an improved version of the Jacobi method.
The GS method is capable of solving a large system of linear equations in a small number
of iterations. However, because this method is sequential in nature, it is extremely difficult
to implement in a parallel environment. One method is easily implemented in a parallel
environment but requires an excessive number of iterations to solve, whereas the other
method can solve a large system of linear equations in a very few iterations but cannot be
implemented in a parallel environment. To address this issue, the author of the base paper
used for this research work introduced the PJG (Parallel Jacobian Gauss-Seidel Method).
This method is capable of solving large systems of linear equations in a small number of
iterations and is extremely simple to apply in a parallel environment too. The primary
objective of this research is to further enhance the performance of the PJG method by
implementing the concept of dynamic parallelization.

2 Literature Review

Large linear equation systems are used in many complex scientific simulators. Solving such
huge systems requires a significant amount of processing resources, such as memory and
CPU. Solving a large system of linear equations is a very time consuming procedure. That
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is why developing effective algorithms to solve such big systems in a limited amount of time
and with limited resources is always a research interest.

There are two approaches to solving linear equations: a direct approach and an iterative
approach. In a direct approach, equations are solved in finite steps, but the time complexity
is O(n3) [5], which is quite high when the system of linear equations is large. This is because
direct approaches scale intensively with respect to the size of system of linear equations.
The indirect technique has a time complexity of O(n2). The variables in the linear equation
are initially initialized with random values in an indirect way. Following that, we find a close
approximation with each iteration. Additionally, indirect approaches consume less memory
and resources than direct approaches. That is why the majority of research is conducted
using iterative approaches, as they need fewer computational resources than direct methods.

The Jacobi method and the Gauss-Seidel method are two well-known iterative approaches.
[3]. Both methods are used to solve linear equations represented in matrix form. Any
system of linear equations can be AX = B, where A is the coefficent matrix, B is a vector
of competitors, and X is a vector of variables. In the Jacobi method, variables (vector X)
initialised with random values. In the Jacobi method, variables (vector X) initialised with
random values. After that, to solve each diagonal element in matrix A, values of variables
(vector X) are plugged into the linear equation. By doing this, the new values of variables
are calculated. All of these steps are repeated until convergence occurs. The Gauss-Seidel
method is similar to the Jacobi method. The only difference is that variables in the Jacobi
approach are updated after each iteration, but variables in the GS method are updated im-
mediately after each diagonal element is solved. That is why, in comparison to the Jacobi
method, the GS method has a higher convergence speed. The only disadvantage of the GS
method is that it is very hard to implement in parallel systems compared to the Jacobi
method, because the GS method is sequential in nature.

There are many parallel algorithms for the GS method. The Red-Black GS algorithm is
very popular [4]. This algorithm is based on the ordering of multiple colours. The specific
matrix structure require to work this this method, and so it is dependent on the sparsity
pattern of a matrix. As a result, we cannot use it with all systems of linear equations.

In the paper [2], the author has come up with a row-based parallel method. This method
is derived from the GS method. To solve every diagonal element, we do the multiplication
of constants and current variables. For each linear equation, this method performs all of
these multiplication operations simultaneously in a parallel environment. After all these
multiplication operations are completed for a full row of matrix A, variables get updated.
This procedure is repeated until convergence occurs.

In paper [1], the author has come up with a new parallel method to solve linear equations by
combining two other algorithms. This new method can achieve a good parallelization and
can solve large systems of linear equations in very few iterations. The author has merged the
Jacobi method’s parallelism with the GS method’s rapid convergence. The main advantage
of this method is that there is no need to have any special pattern in matrix. And so this
method can work with a sparse matrix as well as a dense matrix. In this new approach,
linear equations are divided into blocks. Every equation within the same block is solved in
a parallel environment at the same time, as the Jacobi method is very easy to implement
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in a parallel environment. After that, variables get updated as one would do in the GS
method, and equations within the next block will use the updated values of variables. This
new approach is called the PJG method. This method is being improved in this research
work.

The primary objective of this research is to further enhance the performance of the PJG
method by implementing the concept of dynamic parallelization. Another aim is to compare
the proposed method (PJG method with dynamic parallelization) with the Jacobi method,
the GS method, and the PJG method. I aim to implement all of these algorithms in CUDA
and executeÂ them on a GPU in order to compare their performance with the proposed
technique.
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